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1. Key Idea  
Gradient of ELBO : 

(1) model term : (with MC approximation)

(2) entropy term : 

but  is not available !

 

use "UNBIASED MC estimator" of 

using density ratio (X)
using lower bound of ELBO (X)
directly optimize ELBO (O)

 

Key idea: as a form of... 

 

2. UIVI  
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   ( use MC estimation)

 

gradient of ELBO

 

2.1 Full Algorithm  
Estimate the gradient based on samples :

1) sample  ,  ( standard Gaussian )
2) set 
3) evaluate  and 
4) sample 
5) approximate 

( How to do step 4 & step 5? )

 

2.2 Reverse Conditional  
in "step 4) sample "...

conditional : 

reverse conditional : 

 

sample from reverse conditional using HMC

  ( unnormalized density )

but HMC is slow

Thus, start with a GOOD STARTING(INITIAL) POINT , which is 

[proof]

Thus,  is a sample from 

To accelerate sampling  initialize  at 

( after few iterations, the correlation between  and  will decrease! )

 

3. SIVI vs UIVI  
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4. VAE Experiments with UIVI  
Model  :

Amortized variational distribution :

Goal: 

Find model parameters  and variational parameters 
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